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Overview

The goal of this project is to develop new data clustering approaches that take advantage of geometric structure in the data, with applications in tumor data analysis, etc.
Cluster analysis is a widely-used data science tool.
There are many general-purpose clustering algorithms, but they do not leverage geometric structures, such as grids, in the data.
By developing a novel clustering approach that directly incorporates these geometric structures, we can significantly improve clustering performance.

Background

Clustering is a data science problem: given a data set X, divide X into
parts (called clusters) so that all of the data in a given cluster are similar
to each other. There are many widely-used general-purpose clustering
algorithms, such as k-means.
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(a) Raw data set
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(b) Clustered data set

Figure 1. Clustering example (Old Faithful data set [1])

However, in certain applications, there are geometric structures such as
grids in the data which existing algorithms do not leverage. We pro-
pose that a new clustering approach exploiting these structures will
find higher-quality clusters.
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(a) Consider this data, which has a
grid structure.
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(b) Clustered with a general-purpose
clustering algorithm; notice how the
intuitive cluster at the right has been
divided into two inferred clusters.
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(c) An algorithm that leverages the
grid might produce a better clustering
such as this one.

Figure 2. Clustering example with grid structure

Methods

To identify the cases where general clustering algorithms perform
poorly, I generated data sets with grid structure and clustered them with
a general-purpose clustering algorithm (Gaussian mixture with EM).
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one real cluster split
into two inferred clusters

two real clusters
merged into one
inferred cluster

0 2 4 6
0

2

4

6

two real clusters
merged into one
inferred cluster

one real cluster split
into two inferred clusters

two real clusters shuffled
into two inferred clusters

Figure 3. Characteristics of general-purpose clustering on data with grid structures

If we assume that every real cluster center has inferred cluster centers
nearby, thenwe can use the grid constraint to find better cluster centers
from the inferred cluster centers, using neighborhood grid search:
1. Find the best grid that fits the inferred cluster centers.

(a) Clusters inferred by
general-purpose algorithm
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(b) The best grid minimizes total
distance between each inferred
center and its closest grid point

Figure 4. Grid fitting example

2. Pick the best set of grid points to use as cluster centers.
Find grid points that are close to inferred cluster centers; by
assumption, the real cluster centers should be among these
points. Then, try every combination of points in this set to find new
cluster centers.
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Figure 5. Grid points within the green region are considered “close” to at least
one inferred cluster center; note that in this example, all real cluster centers are
in this search region

Results

In my generated data, applying neighborhood grid search improved
clustering performance in virtually every case.
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Neighborhood grid search increases ARI

(a) Cluster assignment accuracy
(higher is better)
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Neighborhood grid search lowers center distance

(b) Distance between
inferred and real cluster centers
(lower is better)

Figure 6. Neighborhood grid search improves clustering quality

These results are very promising, and we are working on adapting the
neighborhood grid search technique for use with DNA sequencing data
from tumors.
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